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Abstract 
 

Ransomware is malicious software that encrypts the user-related files and data and holds them 
to ransom. Such attacks have become one of the serious threats to cyberspace. The avoidance 
techniques that ransomware employs such as obfuscation and/or packing makes it difficult to 
analyze such programs statically. Although many ransomware detection studies have been 
conducted, they are limited to a small portion of the attack's characteristics. To this end, this 
paper proposed a framework for the behavioral-based dynamic analysis of high survivable 
ransomware (HSR) with integrated valuable feature sets. Term Frequency-Inverse document 
frequency (TF-IDF) was employed to select the most useful features from the analyzed 
samples. Support Vector Machine (SVM) and Artificial Neural Network (ANN) were utilized 
to develop and implement a machine learning-based detection model able to recognize certain 
behavioral traits of high survivable ransomware attacks. Experimental evaluation indicates 
that the proposed framework achieved an area under the ROC curve of 0.987 and a few false 
positive rates 0.007. The experimental results indicate that the proposed framework can detect 
high survivable ransomware in the early stage accurately. 
 
 
Keywords: Ransomware, supervised machine learning, Support Vector Machine, Artificial 
Neural Network, Term Frequency-Inverse document frequency. 
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1. Introduction 
Regarding cyber-attacks caused by the malware,  the most wide-spread and sophisticated 

destructive is the one motivated by the ransomware [17], which is malicious software that 
prevents users to access the data on their computer, typically by encrypting the user’s essential 
files or blocking the victim’s computer and demands payment [2,4]. User’s data access is 
permitted again if the victim paid the requested ransom using the anonymous currency 
mechanisms like Bitcoin [1, 10, 19]. The malicious action of the ransomware starts by tricking 
the users to download the payload. After malicious intent has been delivered to the victim’s 
machine, the infection begins, and the payload executes. The malware encrypts the most 
important user’s files on the hard drives, removable drives and mapped network shares for 
extortion [16]. After the encryption, the ransomware displays a message that requires payment 
to restore the captured user’s data [5, 10]. The next step is to register the decryption key with a 
particular user and make available when the ransom is paid; therefore, ransomware uses the 
command- and- control(C&C) server to establish communication with its creator [15].   

Although the revolution of ransomware appeared at the end of the 1980s [20, 12] when the 
PC CYBORG also known as Aids Info Disk (AIDS) Trojan starts to calculate the number of 
times the machine has booted until a criterion number (90) reached. After that, the Trojan 
AIDS locks the critical user’s files, hides all directory and encrypts the labels of the files on the 
drive C: [3, 51]. However, the sequence of successful attacks of ransomware has resulted to 
increase many new ransomware variants in the last few years; for instance, the WannaCry 
cyber threat has been reported in 99 countries, and over 75,000 attacks have been carried out 
on machines running the Windows operating system [11]. The motivation is the significant 
revenue of the extortion, for example, effective ransomware like CryptoWall version 3.0 
earned an estimated $325 Million as extortion in the USA alone [7, 9]. A report released by 
FBI just in 2016 estimated that the losses of $1 billion caused by ransomware [ 6]. The victims 
of ransomware are not only limited to home users or individuals but also targets government 
networks, businesses and health services. It causes damage to financial losses or sensitive 
information that can lead to the disruption of daily operations [2, 12]. 

In this study, we analyze and detect high survivable ransomware using machine learning 
algorithms of different integrated feature set. According to [10, 18] definition of high 
survivability described, “The ransomware has the high survivability property if it can maintain 
control over a critical host resource RC.  Therefore, it grants access to RC solely when it is 
needed, and such that if the ransomware is modified or removed, RC is rendered permanently 
inaccessible and the decryption process can be completed only by the command and control 
server (CC) key while the ransom is paid.” This means the effect of the attack forces the host to 
be dependent on the ransomware creators unless the attacker interferes (provides decryption 
key) the resources are inaccessible [18]. In summary, this paper presents three main 
contributions: 
• We propose a framework for describing dynamically monitored valuable features of high 

survivable ransomware (HSR) by conducting a behavioural-based analysis of HSR within 
sandbox in an isolated environment, through the Term Frequency-Inverse document 
frequency (TF-IDF), we have extracted the most relevant features that provide the best 
performance in detecting new ransomware on windows platforms. 

• We have developed detection models for HSR utilizing supervised machine learning 
algorithms on an integrated number of prominent features. The proposed method achieves 
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high accuracy and less false positive rate for detecting HSR in the early phases of the 
attack.  

• We have empirically validated the method with an extensive experimental evaluation to 
show the effectiveness of the proposed framework. We also tested the ability of the 
proposed method by comparing the experimental results against with previous work, other 
classifiers and VirusTotal. 
 

The remaining of this paper is organized as follows; the second section will discuss the 
infection vectors of ransomware. In section 3, we describe the related works of ransomware 
detection. In section 4, we introduce our proposed framework. In section 5, we highlight the 
experimental result of the research. Finally, in section 6, the evaluation and results of the 
proposed approach for the detection of ransomware are also discussed.  

2. Infection Vectors 
 
Ransomware creators use a range of different sophisticated techniques to spread their 

malicious intents; in this section, we highlight the most common ransomware propagation 
method such as: 
• Spam Emails: The primary infection vectors for ransomware is through malicious spam 

emails, where the victim is tricked [12]. Opening a phishing email is an insufficient method 
to execute ransomware, but attackers still need users to download or open malicious 
attachments that directly install the ransomware; another way of the phishing email to 
deliver ransomware is to click on malicious links within phishing emails that appear to be a 
legitimate email message, the 93% of phishing attacks is ransomware purpose [31, 33]. 

• Exploit kits: Another common method for spreading ransomware is a toolkit that automates 
the exploitation of software vulnerabilities for distributing malware [26]. Most often, 
hackers inject malicious code on a website that redirects the victim to a malicious site [30]. 
The exploit kit identifies vulnerabilities in browsers; if it is vulnerable, it can leverage it to 
download ransomware [28]. Some ransomware variant such as wannaCry ransomware 
propagated through a dropper component named as EternalBlue that identifies 
vulnerabilities in the Server Message Block (SMB) protocol, which enables ransomware to 
drop binary onto all unpatched, vulnerable windows machine [29, 30]. 

• Social Engineering (SE): is the art of manipulating, persuading, suggestion and deceiving 
people to gain access to a user’s computer [32]. It is an easier method that plays into human 
nature’s inclination to trust or to carry out actions that grant the ransomware creators to 
access the victim’s machine. 

• Malvertising: is a type of online malicious advertising method [21, 37] used by attackers to 
inject malicious advertisements into trusted websites with many visitors [33, 18]. Often, 
when the user opens the website, there is no need to click on the ad; loading malvertising 
page will connect to several different URLs that lead to ransomware infection [34]. 

3. Related Works 
 

The idea of employing symmetric key cryptography in the cyber extortion started in 1989 
when the AIDS Trojan has begun to infect machine through floppies [13, 51]. The use of 
public key cryptography for extortion was first introduced in [18]. They have presented how 
cryptography can be implemented in ransomware through Trojan. The authors also proposed 
countermeasures to monitor the access of the cryptographic tools. Nevertheless, this 
preventive approach is unable to detect the advanced ransomware variants. Kharraz et al. [7] 
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proposed a method to monitor the Master File Table (MFT) for activity and sorts of I/O 
Request Packets (IRP) of the file system to detect zero-day ransomware attacks. They 
suggested the mitigation strategy of employing the decoy technique to detect the 
maliciousness of the file. However, it is not clear whether the normal user would access the 
decoy resource before the attack occurs. Later work, they enhanced in [8] to introduce a new 
method called Unveil that is designed to detect the attack when ransomware tampers the user’s 
data, typically by creating a fake user environment. This approach is able to protect the user’s 
files. However, the victim should sacrifice some data before the UNVEIL identifies the attack. 
The detection of high survivable ransomware was first proposed by Ahmadian et al. [5], the 
authors implemented 2entFOX framework that extracts 20 static and dynamic features and 
their statistical possibilities. For classification case, they applied the Bayesian belief network 
to detect high survivable ransomware. However, the detection rate of this method was low due 
to the high dimensional feature space used. Microsoft’s Cryptographic API (MS CAPI) calls 
were presented by the Young [23] explaining the method to encrypt the sensitive user’s data 
and to produce the key by using MS CAPI with eight types of API calls. Similar work 
presented by palisse et al. [2], which is a detection mechanism that enables users to decrypt 
their files by getting the advantage of the weak chaining mode that used by some ransomware 
with cipher algorithm. Authors also propose another detection method based on the intercept 
calls used by Microsoft’s Cryptographic API. However, the proposed countermeasures are 
insufficient to detect other types of ransomware that use Cipher Block Chaining (CBC) mode. 
In addition, the protection is implemented, after the files are encrypted.  

Network and file integrity monitor called tripwire was presented by Ben22 [24] when 
critical system files are modified, it gives an alarm to the administrator. These monitors are 
based on witness files and simple hash comparisons, the LanmanServer operation is denied if 
the witness files are altered. However, this approach cannot guarantee the changed witness 
files are modified by a malicious program or a normal user. An alternative method [22] 
presented HelDroid, automated approach that classifies known and unknown mobile 
ransomware and scareware using a machine-learning method. Their approach is based on 
detecting threatening text associated with a ransom note and the “building blocks” that are 
typically needed to implement a mobile ransomware application.  

Recently, machine-learning methods were addressed for classification of ransomware and 
benign application. Early detection of crypto-ransomware was introduced by Sgandurra et al. 
[38] to identify a set of characteristics of ransomware that captured in its early phases of 
ransomware at run-time, authors proposed EldeRan, a framework to observe some unique 
actions performed by ransomware to dynamically analyse features that support ransomware 
detection. Authors selected the informative binary features using Mutual information criteria 
and then applied a machine-learning algorithm like Regularized Logistic Regression classifier 
that achieved 96.3% detection rate with an area under the ROC curve of 0.995%. They 
assigned a threshold of 30 seconds for the sample to execute. However, setting a fixed time is 
not applicable to all ransomware samples, since some variants exhibit their malicious activities 
after human interaction or discovering the executing environment. Takeuchi et al. [52] 
proposed a scheme to detect ransomware using support vector machine (SVM) with API calls 
history. The samples are executed in a controlled environment to monitor the behaviour of the 
program. They deeply examined the sequences of API calls by creating a standardized vector 
representation of q-grams extracted from the output logs. The SVM-based scheme showed an 
accuracy of 97.48%. A work presented by Alhawi at al. [53] introduced the NetConverse, a 
supervised machine learning approach to detect ransomware using conversation-based 
network traffic features. They analysed 9 ransomware families, extracted 13 features using 
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TShark and feed 6 classifiers such as Bayes network (BN), Decision Tree (J48), K-Nearest 
Neighbors (IBK), Multi-Layer Perceptron, Random Forest and Logistic Model Tree. The 
highest accuracy performed Decision Tree (J48) classifier that showed 97.1% of detection rate 
with less positive. Qian and Bridges [39] used an automated method for the extraction of 
ransomware feature from the sandbox output logs, they analyzed WannaCry ransomware and 
two polymorphic samples in isolated environment. To rank the most significant ransomware 
features, term frequency-inverse document frequency (TF-IDF) is used to weight the 74 
features from the generated behavioral logs and the top 43 informative features are selected to 
discriminate the malware from benign samples. They claim that the method can accurate 
extract features from the logs, and the TF-IDF approach provides deeply analysis of 
WannaCry malware than other extraction algorithms. Nevertheless, the number of used 
WannaCry samples cannot describe the characteristics of ransomware. Similarly, an 
interesting behavioural early detection framework is proposed in Bander et al. [14] to detect 
zero-day crypto-ransomware using machine learning techniques with data-centric and 
semantic features. The detection module of the framework contains behavioural and anomaly 
detection scheme to improve the accuracy of the detection in the early stage before the 
encryption is carried out. However, the proposed framework was not implemented 
empirically. 

 On the other hand, instead of using dynamic analysis, a recent work of Zhang et al. [50] 
investigated the opcode sequences feature for detection and classification of ransomware static 
analysis approach to map ransomware into families. Author extracted opcode from 
ransomware samples created N-grams sequences and calculated for each N-grams using term 
frequency-inverse document frequency (TF-IDF) to select the informative features between 
families. Then, applying five machine-learning algorithms achieved the best accuracy of 
91.43%. Similarly, Poudyal at al. [54] extracted assembly and dll level of ransomware binaries 
statically to perform multi-level analysis, then cosine similarity is used to a measure the 
similarity between these binaries. Eight supervised machine learning classifiers are employed 
to classify ransomware and benign sample. The proposed a framework achieved an accuracy 
of 97.95% when both extracted features are combined.  However, the sophisticated packing 
techniques used by newly emerged ransomware can easily evade the static analysis. 
Furthermore, is not efficient for early ransomware detection since there is no need to execute 
the malware samples during the static method, while some variants exhibit their malicious 
activities on the runtime [12]. 

4. The Proposed Framework 
In this section, we present our proposed framework for identification and detection of high 

survivable ransomware. To make our methodology visual and understandable, we propose a 
methodology framework that consists of three main phases. Data collection and preparations 
phase that includes obtaining ransomware and benign dataset from a variety of sources, 
checking whether datasets are malware or not and vice versa and labelling the malware family 
using VirusTotal service. The second phase is to analyse samples using Cuckoo sandbox that 
generates JSON format report. The collected behavioural log files are passed to pre-processing 
tasks such as removal of duplicate files, file type identification, and parsing. The relevant 
features are extracted from the analysis file logs to get valuable feature sets. We have applied 
the term frequency and inverse document frequency (TF-IDF) algorithm for feature selection. 
(iii) Finally, supervised machine learning algorithms were implemented for the classification 
of ransomware and benign sample.   
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5. Experiments 
 

In this section, we demonstrate the experimental design of the proposed framework and 
describe the method of the behavioural analysis approach in the sandbox. We also present the 
dimensionality reduction of the features for training and testing purpose. The model 
development and measuring the performance of the supervised machine learning algorithms 
are also discussed in the following sections.  

5.1 Experimental Setup  
To gain an in-depth behavioural analysis of ransomware requires executing samples in a 

controlled environment. Therefore, we built our malware analysis lab following the best 
practices suggested in [25, 27]. Cuckoo Sandbox is used, a well-known leading open source 
tool to automate malware analysis [27]. Ubuntu 16.04 LTS Desktop fully updated was our host 
operating system while installing Cuckoo sandbox. WindowsXp_server_Pack3 32bit was 
selected as a guest machine due to its weaker security protections that enable us to observe 
more ransomware behaviour. To perform the analysis in a secure, Virtual box machine was 
used with controlled access to the Internet -host-only adapter- to enable commands and 
controls (C&C) communication, and to prevent the spread of ransomware. Anti-virus, security 
updates, firewall, and user account control of windows XPSP3 guest were disabled to execute 
ransomware successfully. Some commonly third-party applications such as Microsoft Office, 
Acrobat Reader, Google Chrome and Mozilla Firefox was installed in the guest operating 
system. Python agent was also installed that runs inside the guest and acts as cross-platform for 
communication and the exchange of data between cuckoo and the guest OS. Finally, in 
Windows XP several normal user files inside directories (e.g., My Documents, My Pictures 
and Videos, valid browsing history) was created to observe the behaviour activities of 
ransomware.        

5.2 Dataset Description 
The data set for this study consists of ransomware and benign. We collected 1,254 

ransomware samples of 14 different families from several sources such as VirusShare and 
VirusTotal, - which are publicly computer virus repositories on the net-, we crawled malware 
repositories and online forums that share samples. We also downloaded and collected 1308 
benign applications that hosted from the most trustworthy sources such as software.informer, 
and system files located in the “System32” directory of a fresh installed Windows 7 
Professional. To build a realistic dataset, we used in our experiments benign applications that 
have ransomware behaviour as shown in Table 1. The acquired samples are stored in separate 
files on both malware and benign group. To verify that the downloaded benign applications do 
not contain malicious components inside their payload, we double-checked the MD5 hash 
values from Virus Total service that has 57 common different antivirus software. To obtain the 
exact family name of ransomware is a very challenging task especially when you have a large 
number of malicious files. We applied Antivirus vendors’ labelling scheme in terms of the 
popularity of ransomware classes among Antivirus Engines. The general problem we 
encountered is mislabelling some samples by antivirus engines as specific ransomware family. 
Therefore, we parsed the labels by the set of AV engines that commonly used to assign 
malware labels using python script with a threshold value of 85 that aggregated the labels from 
the pool of AV in VirusTotal repository. We consider ransomware to be a specific family if 85% 
of AV engines described it as belonging to this family name.  
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5.3 Automatic Behavior Analysis 
In this work, an automated dynamic analysis was used to analyse the samples in an isolated 

environment. Although the total original dataset was 2562, after removing samples that did not 
execute correctly, or cuckoo terminated the analysis because of the maximum timeout that we 
set samples to run, or those that many AV assigned different ransomware family names, 673 
ransomwares from 14 distinct families and 742 benign samples were analysed. Every sample 
up to a range of 4 until 9 minutes were analysed to show to their malicious behaviour and to 
capture the execution traces of the samples using a cuckoo sandbox, while the ransomware 
sample is running on the host. Cuckoo monitored and recorded information in terms of the API 
calls, network traffic, changes of files and folders, processes and memory dumps. We used 
virtualization software to take a snapshot of the guest machine before the execution of each 
malware sample, after execution, the entire system was reverted to a previous clean state 
before the infection. Some ransomware samples wait for human interaction like mouse or 
keyboard event before executing their malicious activities, thus, we used a python script that 
performs basic user’s activity such as browsing websites, clicking and deleting documents and 
folders on the desktop. During the analysis of the samples, we observe ransomware variants 
used both symmetric and asymmetric algorithms to encrypt the user’s data. Crypto 
ransomware creates a randomly symmetric key with AES algorithm in victim’s machine and 
then encrypts files along with that generated key. After encrypting the data, it encodes the 
secret key with asymmetric encryption. At the end of execution, the time taking ransomware 
samples to encrypt files is variety ranging from 27 seconds like Petya up to 2 minutes for 
CryptoWall. 

 
Table 1. Distribution of malicious and benign files 

Ransomware 
Class 

Samples First 
Seen 

Goodware 
Class 

Application Name Samples 

WannaCry 74 2017 Compression Winzip, 7-zip, WinRAR, PeaZip, 
IZArc 225 Reveton 50 2012 

Torrent 
Locker 108 2012 Encryption 

BitLocker, Disk Cryptor, 
VeraCrypt , TrueCrypt 172 

Dirty Decrypt 51 2015 
CryptLocker 173 2013 Data 

Destruction 

CBL Data Shredder, HDDErase , 
MHDD, PCDiskEraser, 

KillDisk , SDelete 
401 Cerber 171 2016 

Trojan 82 2013 
Kollah 73 2014 Drivers 

Updater 
Driver Booster, DriverPack 

Solution, DriveTheLife 230 Citroni 67 2015 
Pgpcoder 46 2015 Browsers Chrome,  Firefox, Opera ,Safari , 

Netscape, Internet Explorer 152 Kovter 23 2013 
Petya 89 2016 Multimedia 

tools 
Canva, Animoto, Photopeach , 

Picasa, Livestream 182 CryptoWall 151 2014 
TeslaCrypt 96 2015 Others  96 

Total 
Samples 1254  

  1308 

5.4 Feature Extraction and Selection 
Once the analysis is completed, cuckoo generated human-readable JavaScript Object 

Notation (JSON) report for each analysed malware sample. In this study, the most time  
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Fig. 1. Proposed framework architecture 

 
dedicated to the extraction of the indicative and accurate behavioural features from JSON 
report, which is not an easy task. After we collected the results of the analysis, we need to 
retrieve the key elements from the JSON reports such as SHA1, MD5, and API, etc. The size 
of the report generated by the sandbox occupies hundreds of MBs, analysing and examining 
each report manually is experimentally infeasible, therefore, we build our own parsing 
algorithm to convert JSON formatted string representations to key-pair objects. The feature 
parsing reads the JSON files from all sandbox output reports and then parsed to get the 
required features to reduce the search space. The feature parser functions as structure to 
correlate a ransomware sample’s feature calls into states. The parser maps the Registry paths, 
windows API calls, files Operation, Strings, Directories, Drops and libraries into seven 
different states. Every state represents the presence or the absence of that specific call for this 
feature. The Feature parser creates a matrix containing the feature and its states.  For instance, 
in ransomware phases, when the attached completed, the ransomware deletes all the original 
victim’s data while keeps the encrypted one, in this case, RegDelete method is used. So, the 
parser creates a matrix by investigating whether this specific registry key operation was 
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performed or not. The total number of features was 13, 631 and this number of features is too 
large for processing and feeding to classification algorithm, therefore, we selected 3930 as 
prominent features as expressed in Fig. 2. Selecting the most relevant subset features from the 
original features can improve classifier performance and the accuracy of classification 
operation [41, 45, 40]; hence, the effective feature set was identified using term weight as the 
criterion of feature selection. We applied term frequency-inverse document frequency 
(TF-IDF) feature selection method for setting the weight to a term based on its inverse 
document frequency and evaluating how important feature is a document in the collection [36]. 
The purpose of using TF-IDF weighting is to eliminate those features that occur commonly in 
many vectors while giving more attention to features that are less frequent in the vectors. The 
formula for the TF-IDF expressed as follows:    

 
                                  Wi = TF(𝜔𝜔𝑖𝑖, d) ×  IDF(𝜔𝜔𝑖𝑖)                                                                      (1) 
 
Where Wi is the weighting scheme of word ωi in document d∈D, and TF (ωi, d) is the 

frequency of term of ωi in document d, and IDF (Inverse Document Frequency) is then defined 
as: 

                              𝐼𝐼𝐼𝐼𝐼𝐼(𝜔𝜔𝑖𝑖) = log(  |𝐷𝐷|
𝐷𝐷𝐷𝐷(𝜔𝜔𝑖𝑖)

)                                                                                       (2) 

 
Where DF (ωi) represents the appearance of ωi in a document D. After experiments and 

study of many technical reports, seven feature classes were extracted as shown in Table 2 with 
a brief explanation.  

 

Fig. 2. Number of extracted and selected features 

 
We observed in our experiments that the highest scores counted by TF-IDF are Registry 

Keys and API Stats. These are the two most indicative among all other feature classes. 
Dropped files feature are scaled down due to some normal operations frequently occur in the 
entire analysed log files.  
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Table 2. Weights of extracted feature classes using TF-IDF algorithm 
# Feature Classes Analysis 

Type 
TF-IDF 
Score Feature Class Description 

1 Registry Paths Dynamic 2.682 Registry key operations such as registry keys 
opened, read, written and deleted 

2 Windows API Calls Dynamic 2.596 Windows API calls the traces of invocations 
of native functions and API calls 

3 Files Operations Dynamic 1.583 File operations such as read, open, write and 
delete operations 

4 Printable String 
Information (PSI) Static 1.452 İs a sequence of characters that provide hints 

about the  functionality of a program 
5 Directory Operation Dynamic 1.420 Operations performed on a directory 

6 Cryptographic 
Libraries Dynamic 1.391 Contains and implements several popular 

cryptographic algorithms and standards. 

7 Dropped Files Dynamic 1.290 During installation application dropped set 
Extensions of files 

5.5 Classification Methods 
The last phase of this study is to distinguish malicious files from benign files utilizing 

supervised machine learning algorithms like Support vector machine (SVM) and Artificial 
Neural Network (ANN). since we have large number of features, linear classifier is considered 
to be a valuable option. In addition, SVMs has higher generalization capability than the other 
machine learning algorithms with regard to small training dataset. Through the detection phase, 
the unseen file can be divided into ransomware and benign files [42, 48]. We first applied 
Support Vector Machine (SVM) that sorts given data into one of two classes, The SVM makes 
a classification by finding a linear hyperplane separating given vectors into two given 
categories [43, 47]. A hyperplane is described as w · xi + b = 0, where xi is defined as a point on 
dimensional space, w is normal to the line where b is the bias weight that describes the interval 
between origin and the hyperplane. The separating line (hyperplane) is described as two classes in the 
form of: 

 
                 𝑤𝑤 ·  𝑥𝑥𝑖𝑖  +  𝑏𝑏  ≥  +1,   for 𝑦𝑦𝑖𝑖  =  +1;                                                                      (3) 
                   𝑤𝑤 · 𝑥𝑥𝑖𝑖   +  𝑏𝑏  ≤  −1,   for 𝑦𝑦𝑖𝑖 =  −1.                                                                                 (4) 

The above two inequality equations (3) and (4) are merged into the form of a single 
inequality in equation (5) as follows. 

 
                                   𝑦𝑦𝑖𝑖(𝑤𝑤 ·  𝑥𝑥𝑖𝑖  +  𝑏𝑏 ) − 1 ≥ 0                                                                                      (5) 

 
The points of the two hyperplanes can be described as w · xi + b = ± 1. Thus, the normal form 

of SVM classification decision function is defined as follows [45], [46]: 

        
Where αi, i =1,..,r are Lagrange multipliers and K (x, xi) is defined as a kernel function. The 

magnitude of αi determined by parameter C. SVM is powerful and easy to train, so it is no need 
for local optimal. The trade-off between the error rate and the classifier complexity can be 
managed simply [44]. 

This study, Multilayer Perceptron (MLP) Network is used with the backpropagation 
algorithm to train the model. Multilayer perceptron (MLP) is a hierarchal structure of many 

(6) 
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perceptron consists of many hidden layers in the network architecture [49]. The activation 
function used was the sigmoid, a real function sc: IR → (0, 1) defined by the expression (given 
by Eq. 7), and the input to the hidden node can be expressed as in equation 8: 

                𝑠𝑠𝑐𝑐(x) = 1
1 + 𝑒𝑒𝑐𝑐𝑥𝑥

           (7) 

 
                            𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑊𝑊1 𝑥𝑥1 +  𝑊𝑊2 𝑥𝑥2  +  𝑊𝑊0 𝐵𝐵0                    (8) 

 
The hidden nodes have a significant role in the network performance, so the above equation 

of the hyperplane can be combined into a form of a one-line equation:  
       𝑋𝑋2 = 𝑊𝑊1

−𝑊𝑊2
𝑥𝑥1  + 𝑊𝑊0𝐵𝐵

−𝑊𝑊2
         (9) 

5.6 Performance Criteria 
In this section, the classifier performance is evaluated using standard accuracy measurement. 

The best SVM and ANN models among the tested models are compared. The evaluations of 
these models based on their classification measurement such as True Positive Rate (TPR), is 
the case in which the proportion of positive samples, like ransomware that is identified 
correctly as shown in equation (10). False Positive Rate (FPR) is the case in which the  

 
Algorithm 1: Extracting Features from JSON Report  
Input: Set of JSON report path 𝐽𝐽𝑅𝑅 that contains a number of behavioral and static features 𝑓𝑓.             
 Output: Parsed files 

1.  Function ObtainFeature (𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑, states) { 
2.   for process in json_data['behavior’] ['processes'] do 
3.          if json_data_process is equal to states then  
4.     set first_seen_temp=process_first_seen 
5.    if first_seen is greater than first_seen_temp or equal to zero 
6.    set first_seen= first_seen_temp 
7.     for features in json_data_process[F] do 
8.   if features [F] not in our_Dictionary_features then 
9.   set our_Dictionary_Features [F] and timestamps = f and 

Feature_time 
10.   Our_Dictionary_ Features [F][count]=1 
11.   Else set our_Dictionary_ Features and timestamps= Features_F_time 

and append_F 
12.   our_Dictionary_Features [F][count]+1, return first_seen, 

our_Dictionary_Features [F]} 
13.   Function Json_Files (JR, PR  ) 
14.   for (JR, PR) in G_file() do //traverse the file names in a directory tree 
15.   for i, name in enumerate [all_files] do 
16.   If name ends with (‘json’) then 
17.   Fname= initialize files that matches (name)  
18.   Open the json data (𝐽𝐽𝑅𝑅 + 𝐼𝐼𝑛𝑛𝑑𝑑𝑛𝑛𝑒𝑒)  as (𝑗𝑗𝑠𝑠𝑗𝑗𝑗𝑗f)  
19.   Set 𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑= load (𝑗𝑗𝑠𝑠𝑗𝑗𝑗𝑗f) 
20.   Call the function of ObtainFeature ( 𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ,true ) 
21.   Print(PR)} 
22.  In the main function { 
23.   Input 𝐽𝐽𝑅𝑅 ← parse_directory//initialize the director to be parsed 
24.   Input PR ← F   // set the place where the result will be stored  
25.   Store the user's input in the (𝐽𝐽𝑅𝑅,𝑃𝑃𝑅𝑅 ) variables 
26.   Json_Files( JR, PR  ) 
27.       if name is equal to main then 
28.   exit the system  



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 14, NO. 5, May 2020                                      2247 

proportion of negative instances wrongly identified as positive as shown in Equation (11). 
True Negative (TN): is the case in which samples are correctly classified as benign programs. 
False Negative (FN): is the quantity of number that are misclassified malicious programs.  

  
      𝑇𝑇𝑃𝑃𝑅𝑅 = Sensitivity = |𝑇𝑇𝑇𝑇|

|𝑇𝑇𝑇𝑇|+|𝐷𝐷𝐹𝐹|
                                                             

(10) 
 
     𝐼𝐼𝑃𝑃𝑅𝑅 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖𝑓𝑓𝑖𝑖𝑆𝑆𝑖𝑖𝑆𝑆𝑦𝑦 = |𝐷𝐷𝑇𝑇|

|𝐷𝐷𝑇𝑇|+|𝑇𝑇𝐹𝐹|
                                                                           (11) 

 
The Total amount of accuracy is the ratio of properly identified samples, either negative or 

positive, divided by the total samples as defined in equation (12). 
 

            𝑇𝑇𝑗𝑗𝑆𝑆𝑇𝑇𝑇𝑇 𝐴𝐴𝑆𝑆𝑆𝑆𝑠𝑠𝐴𝐴𝑇𝑇𝑆𝑆𝑦𝑦 = |𝑇𝑇𝑇𝑇|+ |𝑇𝑇𝐹𝐹|
|𝑇𝑇𝑇𝑇|+|𝐷𝐷𝑇𝑇|+ |𝑇𝑇𝐹𝐹|+ |𝐷𝐷𝐹𝐹|

                                                                 (12) 
 

The total accuracy of the generated classifier determines the effectiveness and performance. 
Another method of identifying the performance of the classifier is the use of the ROC curve 
which is points of a plot that shows the trade-off between a classifier’s FP rate and its TP rate. 

6. Evaluations and Results 
  

This section describes the evaluation and the performance of SVM and ANN across 
different experiments. Creating SVM and ANN models require to set various parameters and 
test individually to select the best model among them. In this study, SVM kernel functions 
such as the linear kernel, polynomial kernel and Radial basis function (RBF) are used.  The 
parameters values for kernel functions can have an extreme effect of the model’s performance 
and the generalization error. Therefore, we set the parameters of these kernel functions with 
the incremental regularization parameter λ and the cost parameter of C. These selection 
parameters require an exhaustive repetitive search over the parameter space to find the best 
settings. On the other hand, user-defined neural network parameters such as hidden layers, 
momentum and learning rate were assigned values to test the network performance. Learning 
rate parameter is the specified user value that controls the step size when weights are 
iteratively adjusted. Hence, in this study, four values of learning rate are picked: 0.1, 0.3, 0.6 
and 0.9. Finally, this study created many different models along with a variety of outputs. In 
the following subsection, three different experiments are conducted to train and test the 
classifiers.  

6.1 Train-test splitting method 
The purpose of this experiment is to evaluate the performance of the proposed integrated 

features by employing a train-test split method, which is dividing the whole data set into two 
subsets: training and testing data. first, we split randomly our dataset with a uniform 
distribution of 80: 20% ratio as training and testing respectively. The experimental results of 
ANN showed an accuracy of 0.958 with 0.101 false positive rates while SVM presented higher 
false positive of 0.109 compared to ANN and the accuracy of 0.932. The ROC curve of this 
experiment is presented in Fig. 5, and the Table 3 shows the results of the FPR, TPR, AUC, 
precisions and the recalls and the accuracy of the classifier based on the training and testing 
splitting method. 
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6.2 10-Fold Cross-validation Method 
In the train-test splitting method, once the data set is divided into a ratio that does not 

relevant each class of the experimental samples, the result of the holdout error rate will be 
inaccurate. To overcome this limitation, we applied the10-Fold cross-validation technique to 
prevent the overfitting problem and to estimate the effectiveness of our models. In this 
approach, the entire data set was randomly shuffled and divided into 10 equal-sized of subsets 
such that, each repetition (10-fold) we build our model with 10-1 folds of the data set for the 
evaluation of the trained model and the remaining one-fold constitutes for testing. 

 
Table 3. Result of the train-test splitting method 

 FP Rate TP Rate Precision Recall AUC Detection Rate 
SVM 0.109 0.853 0.923 0.926 0.904 0.932 
MLP 0.101 0.956 0.945 0.951 0.965 0.958 

 
Table 4. Result of the 10-fold cross validation method 

 FP Rate TP Rate Precision Recall AUC Detection Rate 
SVM 0.035 0.962 0.945 0.942 0.982 0.952 
MLP 0.036 0.982 0.931 0.932 0.971 0.945 

 
In this experiment, we have evaluated the performance of classifiers using 10-fold 

cross-validation to train and test the algorithms. The results achieved by the classifiers in this 
experiment on the whole dataset were quite satisfactory. The best accuracy reached SVM by 
presenting 0.982 of AUC with less than 0.035 of false positive rate. It is important to examine 
the ability of the classifiers for the distinguishing the ransomware from benign samples, 
therefore, precision and recall are applied to both datasets and presents 0.945 and 0.942 
respectively. SVM also shows fairly better accuracy of 0.952 comparing to MLP that shows 
0.945 of detection rate and 0.036 of the false positive rates as presented in Fig. 6 and Table 4. 
This indicates that SVM has super generalization ability and is quite tolerant for training the 
iteration of 10-fold set size.  

6.3 Testing with selected subset features  
    The aim of this experiment is to evaluate how selected subset features can effectively 
contribute to the performance of the algorithms. Selection of subset feature eliminates the 
redundant and irrelevant features and reduces the dimensionality of the dataset. In this 
experiment, we divide our features into seven subset features by considering their importance 
and ranking based on the aforementioned feature selection algorithm presented in Section 5.4. 
We created the most prominent features as Top-N feature set: top20, top30, top40, top50, 
top60, top70, and top80. The experimental results demonstrated that ANN showed the highest 
accuracy of 98.79% when top30 of the feature set was used as training and testing. However, 
this classification accuracy had dramatically decreased to 95.63% when top20 of the feature 
set was used. On other hands, the best model of SVM presented an accuracy of 97.6% when 
top40 of the feature was applied for training the model. Although SVM performed ratio of 
0.993 of TPR and 0.0371 of FPR, this indicates that SVM has a higher ratio of false positive 
rate compared to ANN. The experimental result implies the importance of considering the 
selection of different subset features. The following Fig. 3 compares SVM and ANN 
classification accuracy across different subset features. By inspecting Fig. 3, both ANN and 
SVM had low classification accuracy when top80 of the feature set used to train and test the 
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model. This indicates that more features do not improve the performance of the classifiers as 
Table 5 shows the results of each classifier based on selected features.  
 

  
 Fig. 4. Comparison of the proposed 

method to VirusTotal 
  

Fig. 3. Comparison of SVM and ANN 
classification accuracy 

6.4 Comparison with other Classifiers 
In this experiment, we evaluate the performance of the proposed method with three 

classifiers such as K-Nearest Neighbor (KNN), Decision Tree and Random Forest (RF). We 
tested the most informative features selected by the aforementioned feature selection 
algorithm presented in Section 5.4. we explored the highest top features set with a testing 
10-Fold cross validation techniques. 

Table 7 compares the accuracy of each classifiers trained and tested with the selected top 
features. The ANN has performed the highest accuracy among all classifiers by presenting 
0.986 of accuracy and less false positive rate. The RF classifier presented the lowest accuracy 
among the classifiers and shows 0.798 of accuracy, this poor performance is probably due to 
the overfitting problem during the training that the model is unable to generalize the new 
features in the testing phase. On other hands, we evaluated the performance of the classifiers in 
terms of values of the Area under Curve (AUC) as evaluation metrics in this experiment. The 
Fig. 7 illustrates the AUC variations for the five classifiers. Three classifiers (ANN, SVM, and 
DT) have high AUC rate while other two classifiers (kNN and RF) have slightly lower AUC 
rate. 

 
Table 7. Comparison of our proposed approach with other Classifiers 

 FP Rate  TP Rate Precision Recall AUC Detection Rate 
kNN 0.246 0.812 0.812 0.802 0.823 0.834 
ANN 0.0261 0.986 0.981 0.979 0.983 0.986 
SVM 0.016 0.986 0.976 0.971 0.973 0.979 
RF 0.284 0.747 0.751 0.747 0.786 0.798 
DT 0.061 0.945 0.945 0.944 0.946 0.952 
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Fig. 7. Roc Curve Comparison of the proposed method with other classifiers 

 

6.5 Comparison with AV Scanners 
Although our proposed method shows a better result, we also need to examine the 

capabilities of detecting the variants of known and unknown ransomware. We measure our 
classifiers through effectiveness and accuracy criteria and compare the performance of our 
proposed method with anti-virus engines. For comparative benchmarks, we selected the five 
Anti-Virus (AV) scanners with the highest detection rate available at VIRUSTOTAL service. 
So, the detection performance of each AV scanners is evaluated using standard accuracy 
measurements such as True Positive Rate (TPR), False Positive Rate (FPR), ROC curve and 
the detection rate.  

 
Table 5. Shows FPR, TPR, AUC and accuracy for SVM and ANN with different subset features 

 Support Vector Machine Artificial Neural Network 
FP Rate TP Rate AUC Det. Rate FP Rate TP Rate AUC Det. Rate 

20 0.371 0.625 0.948 0.932 0.033 0.952 0.972 0.956 
30 0.041 0.959 0.976 0.971 0.007 0.988 0.986 0.987 
40 0.006 0.993 0.977 0.976 0.012 0.987 0.982 0.981 
50 0.071 0.935 0.974 0.959 0.035 0.962 0.985 0.964 
60 0.160 0.839 0.951 0.936 0.035 0.964 0.978 0.948 
70 0.041 0.958 0.973 0.933 0.034 0.951 0.980 0.941 
80 0.103 0.837 0.238 0.891 0.036 0.841 0.186 0.901 
 
From the experimental results, we observe that ANN significantly outperformed the other 

approaches and showed 0.986 of AUC, it also presented TPR of 0.988 and FBR of 0.036, 
despite ANN’s false positive rate is higher than 3 of the AVs as shown in Table 6.On other 
hands, the VirusTotal achieved the highest accuracy over the SVN and ANN algorithms with  
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Table 6. Comparison of our proposed approach with AVs 
 TP Rate  FP Rate AUC Detection Accuracy 

SVM 0.0993 ± 0.0837 0.0371 ± 0.006 0.977 ± 0.238 0.9760±0.8910 
ANN 0.0988 ± 0.0841 0.0360 ± 0.007 0.986 ± 0.186 0.9870±0.9010 
AV1 0.0203 ± 0.0079 0.0186 ± 0.0080 0.977 ± 0.238 0.989 ± 0.0273 
AV2 0.0159 ± 0.0060 0.0166 ± 0.0048 0.986 ± 0.186 0.986 ± 0.0262 
AV3 0.0274 ± 0.0082 0.0396 ± 0.0080 0.977 ± 0.238 0.9569 ± 0.0173 
AV4 0.0205 ± 0.0079 0.0000 ± 0.0000 0.986 ± 0.186 0.9369 ± 0.0173 
AV5 0.0101 ± 0.0079 0.0496 ± 0.0080 0.977 ± 0.238 0.9160 ± 0.0273 

 
Table 8. Comparing the proposed approach with earlier work 

Works Classifier(s) Used Detection Rate 
Proposed work SVM and ANN 0.986 

Sgandurra et al [38], EldeRan Framework Logistic Regression 0.963 
Mahbub et al [55], RansHunt framework SVM 0.971 

Ahmadian et al. [5], 2entFOX Framework Bayesian belief network 0.985 
Alhawi at al. [53], NetConverse scheme BN, J48, kNN, MLP, RF and LMT 0.971 

Zhang et al. [50]. DT, RF, KNN, NB and GBDT 0.914 
Poudyal at al. [54]. BN, LR, SVM, DT, RF and ADA 0.965 

 
a detection rate of 0.989 and 0.986, though ANN classifier outperforms 3 out of 5 top selected 
AV scanners. This is due to the most common detection method used by the antivirus is the 
signature-based detection; which implies that VirusTotal AV engines already have a matched 
signature of these datasets. In addition to, some of our data set are publicly available for a 
longer period.  
 

 
Fig. 5. ROC curve of the classifiers on train-test splitting method 

 
 The Fig. 4 shows the comparison of the detection rate and false alarm of the VIRUSTOTAL 
and our method using both ANN and SVM. From the result of Fig. 4, it is obvious that the 
AUC of VIRUSTOTAL outperforms ANN and SVM algorithms, however, according to the 
false alarm criteria, the VirusTotal shows an average of 5.4% and is worse than ANN classifier 
that presents an average error rate of 2.3%. ANN provided a better accuracy regarding SVM 
with 4.4% error rate. 
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Fig. 6. ROC curve of the classifiers on the 10-Fold validation method 

 

6.6 Comparison with previous work 
The purpose of this section is to compare the performance of the proposed method with the 

previous similar works based on feature type and the classifier used. Sgandurra et al [38] 
proposed a machine learning based framework with integrated features to identify the 
characteristics of the ransomware in the earlier phases, authors analyzed and extracted seven 
different features dynamically, they applied Logistic Regression classifier that achieved 96.3% 
detection rate with an area under the ROC curve of 0.995%. Similar work was presented by 
Mahbub and Mahbubur [55] using integrated features from static and dynamic analysis with 
machine learning algorithm. Authors proposed RansHunt framework to detect ransomware 
using support vector machine (SVM) with unique features. They claimed the hybrid analysis 
method can early detect the new ransomware variants. The RansHunt framework achieved an 
accuracy of 97.10 with less positive rate. A work of Zhang et al. [50] employed the opcode 
sequences features with five machine-learning algorithms for detection of ransomware. The 
classifier showed an accuracy of 91.43%. The Table 8. summarizes the comparison result of 
our proposed method against with similar works. 

 
 

7. Conclusion 
  
In this paper, we proposed a behavioural malware detection framework for high survivable 

ransomware (HSR) using a machine-learning approach. We performed an automated dynamic 
behavioural analysis for 673 real-world ransomware samples that infect Windows platforms. 
We focused on the malicious behaviours of 14 newly emerged ransomware families. The 
activities performed by the malicious program is recorded in the sandbox in a controlled 
environment and obtained generated report of the samples as JSON format. Moreover, the key 
observation of this research is to investigate an integrated set of features that could indicate 
what the ransomware strain is actually doing on the system.   The TF-IDF algorithm has shown 
to be an effective approach for ranking and weighting behavioural features. We suggested 
seven integrated informative feature classes that can reduce the time cost for training 
machine-learning algorithms. We developed a detection model for HSR by utilizing Support 
Vector Machine and Artificial Neural Network algorithms using integrated valuable features. 
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Three different experimental evaluation was conducted to measure the performance of the 
proposed method. Through our experimental results, the proposed approach has shown to be 
easy to train and test and achieved a detection accuracy of 98.7 with few false positive rates 
below 3%. To empirically evaluate the proposed approach, we compared the experimental 
results with previous work, other classifiers and the VirusTotal service. 
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