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 Cardiovascular diseases (CVDs) pose a significant global public health 

challenge, necessitating precise risk assessment for proactive treatment and 

optimal utilization of healthcare resources. This study employs machine 

learning algorithms and sophisticated feature selection techniques to 

enhance the accuracy and comprehensibility of CVD prediction models. 

While traditional risk assessment tools are valuable, they frequently fail to 

consider the myriad intricate factors that contribute to the heightened risk of 

CVD. Our methodology employs machine learning algorithms to analyze 

diverse healthcare data sources and produce advanced predictive models. 

The salient feature of this research lies in the meticulous application of 

advanced feature selection techniques, enabling the identification of pivotal 

factors within heterogeneous datasets. Optimizing feature selection enhances 

the interpretability of the model, reduces dimensionality, and improves 

predictive accuracy. The area under the ROC curve (AUC-ROC) score of the 

wrapper method model significantly decreased from 95.1% to 75.1% after 

tuning, based on empirical tests that supported the suggested method. This 

showcases its capacity as a tool for assessing premature CVD susceptibility 

and developing tailored healthcare strategies. The study highlights the 

significance of integrating machine learning with feature selection due to the 

widespread influence of cardiovascular diseases. Integrating this system has 

the potential to enhance patient care and optimize the utilization of 

healthcare resources. 
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1. INTRODUCTION 

Cardiovascular diseases (CVDs) represent a significant and enduring worldwide health challenge. 

Accurate risk assessment is necessary in order to provide prompt medical treatments and the effective 

allocation of healthcare resources. CVDs play a substantial role in the global burden of disease and mortality. 

Given the escalating incidence of these disorders, there is an escalating need to develop accurate assessment 

techniques for evaluating the likelihood of their occurrence and to execute preventative strategies to mitigate 

their effects on individuals and healthcare systems [1], [2]. CVD encompass a broad spectrum of health 

conditions that impact the heart and blood vessels, encompassing coronary artery disease, heart failure, 

stroke, and hypertension. Collectively, these diseases are a prominent contributor to global mortality rates 

and place substantial economic and healthcare strains on societies. The observation that chronic diseases 

https://creativecommons.org/licenses/by-sa/4.0/
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frequently manifest without readily apparent symptoms underscores the critical need for early and accurate 

risk evaluation to facilitate prompt medical interventions [3]–[5]. 

In recent times, the emergence of machine learning has presented a potential opportunity to tackle 

the issues presented by CVDs. Machine learning algorithms have the ability to uncover complex 

relationships among several risk factors when they are trained on broad and comprehensive healthcare 

datasets. The utilization of this analytical capability possesses the capacity to generate more refined and 

personalized CVD prediction models, hence enhancing the precision of risk evaluation [6]–[8]. 

The process of feature selection plays a crucial role in the development of reliable machine learning 

models for CVD prediction. The process of feature selection involves the discovery and prioritization of the 

most informative variables from a vast amount of available data. In healthcare contexts, where datasets 

frequently exhibit high dimensionality and noise, the importance of efficient feature selection cannot be 

overstated. The purpose of this approach is to improve the interpretability of the model, address the issue of 

overfitting, and boost the accuracy of predictions [9]–[11]. 

Traditional risk assessment techniques, such as the framingham risk score (FRS) and the American 

College of Cardiology/American Heart Association (ACC/AHA) risk calculators, have historically been 

fundamental in predicting CVD risk. These methods, which are based on established risk factors like age, 

gender, cholesterol levels, and blood pressure, have proven to be quite effective in identifying those who are 

at a greater risk. Nevertheless, the shortcomings of their ability to address the complex nature of 

cardiovascular disease risk variables and provide individualized risk assessments have become more  

apparent [12]. Likewise, additional research has indicated that conventional approaches to evaluating CVD 

risk possess certain constraints in comprehensively encompassing the intricacies of risk factors and 

delivering personalized prognostications. The utilization of machine learning holds great potential in the field 

of healthcare for enhancing risk prediction since it possesses the capability to examine a wide range of 

healthcare data sources and effectively capture complex correlations between variables. In this particular 

context, the utilization of advanced feature selection approaches is of utmost importance. These techniques 

play a critical role in the identification and prioritization of the most pertinent variables, hence enhancing the 

accuracy and effectiveness of the prediction model [13], [14]. 

The objective of this study is to present a novel approach deploying machine learning algorithms to 

predict the risk of CVD. This research will notably emphasize the application of advanced feature selection 

techniques. The research objectives encompass the unveiling of this approach, the evaluation of its impact on 

prediction accuracy, and the assessment of its potential in facilitating early intervention and individualized 

treatment. The main aim of our study is to determine the key factors in diverse datasets, utilizing feature 

selection techniques to enhance the accuracy of our predictive model. The study aims to achieve the 

following overarching goals: 

To provide a machine learning-based approach for predicting CVD risk. The proposed methodology 

is designed to efficiently utilize a diverse range of healthcare data sources. To emphasize the importance of 

utilizing sophisticated feature selection approaches in enhancing the accuracy, interpretability, and reduction 

of dimensions in the CVD prediction model. To assess the effectiveness of our suggested strategy in a 

rigorous manner, we want to conduct empirical evaluations that encompass a wide range of investigations. 

These evaluations will specifically highlight the potential of our approach as a valuable tool for early 

intervention and individualized healthcare solutions. 

The subsequent sections of the paper are organized in the following manner: the literature and 

backgrounds related to the problem have been discussed in section 2. In section 3, the methodology of feature 

selection and the datasets are discussed in detail. In section 4, the results of all experiments are analyzed and 

discussed in detail. In section 5, the conclusion of the research work is explained. 

 

 

2. LITERATURE REVIEW 

Feature selection plays a vital role in the pre-processing phase of data mining. The presence of high-

dimensional features can significantly impact the computational cost. Furthermore, it is possible that the raw 

data may consist of redundant features [15]. The primary objective of feature selection is to address the 

challenge of high dimensionality by identifying a subset of pertinent features that can enhance the 

performance of machine learning models, mitigate overfitting, and decrease computing complexity. For 

example, the prediction of CVD necessitates the inclusion of variables that possess explanatory power in 

relation to the various components contributing to the development of heart disease [16]. 

The two most prevalent approaches are filter and wrapper. Filter approaches utilize an evaluation 

function that is completely reliant on the qualities of the data, hence ensuring independence from any specific 

machine learning algorithm [17]. Utilizing a set of criteria to assign scores to individual features and 

subsequently establish a hierarchical order is a prevalent method. In contrast, wrapper approaches employ an 

inductive machine-learning algorithm to evaluate the benefit of a subset or set of attributes [14], [18]. CVDs 
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are a significant public health issue on a global scale, necessitating precise forecasting and proactive 

measures to alleviate their significant impact on individuals and healthcare systems [16], [19]. 

 

2.1.  The global CVD epidemic 

Cardiovascular health conditions, such as coronary heart disease, stroke, heart failure, and 

hypertension, have been identified as the primary cause of mortality on a global scale [20]. Based on the 

findings of the global burden of disease study, it was determined that CVD was responsible for roughly 17.9 

million fatalities in the year 2017, constituting approximately 31% of the total global mortality rate [21]. The 

aforementioned data underscore the urgent requirement for novel and precise methodologies in assessing and 

predicting the risk of cardiovascular disease [22]. 

 

2.2.  Traditional risk assessment models 

In the past, the evaluation of CVD risk has predominantly utilized conventional statistical models, 

such as the framingham risk score (FRS) and the risk calculators developed by the American College of 

Cardiology/American Heart Association (ACC/AHA) [23]. The models primarily rely on identified risk 

factors such as age, gender, cholesterol levels, and blood pressure. Although these techniques have been 

important in identifying individuals with a heightened risk, they possess certain limitations in 

comprehensively capturing the intricacies of cardiovascular disease risk variables and offering personalized 

forecasts [19]. 

 

2.3.  The rise of machine learning in healthcare 

The implementation of machine learning in the healthcare field has become increasingly prominent 

in recent years, mostly due to its capacity to mitigate the aforementioned constraints [24]–[26]. Machine 

learning algorithms demonstrate exceptional proficiency in managing data with a high number of dimensions, 

enabling the identification of complex associations among several risk variables. Consequently, they present 

the potential for enhanced prediction models [27]. Research investigations that have employed machine 

learning techniques to predict the risk of CVD have exhibited encouraging outcomes, showcasing the 

potential to improve the accuracy of risk assessment [28]. 

 

2.4.  The role of feature selection in machine learning 

The process of selecting relevant features plays a critical role in the establishment of robust machine 

learning models for the prediction of CVD. The process of feature selection plays a crucial role in the identification 

of the most pertinent variables or features within intricate and diverse healthcare datasets [17], [29]. The utilization 

of efficient feature selection techniques plays a significant role in enhancing the interpretability of models, 

decreasing the number of dimensions, and minimizing the potential for overfitting. Numerous feature 

selection strategies have been investigated within the realm of healthcare data, each with distinct strengths 

and applications [14], [30]. 
 

2.5.  Advanced feature selection for CVD prediction 

CVDs provide a considerable global health challenge, contributing significantly to the burden of 

disease and mortality on a global scale. The accurate prediction of CVDs is of utmost importance in order to 

successfully prevent and manage these disorders. The conventional approaches employed for evaluating 

CVD risk, although valuable, frequently exhibit limitations in comprehensively encompassing the intricate 

array of risk factors implicated. CVDs involve a diverse array of disorders that are associated with the heart 

and blood vessels, such as myocardial infarctions, congestive heart failure, cerebrovascular accidents, and 

hypertension. They represent a significant contributor to mortality rates on a global scale, hence imposing a 

substantial strain on healthcare infrastructures [29], [31].  

Advanced feature selection techniques have gained importance as a means to overcome the 

constraints of standard risk assessment methods. These methods offer a systematic approach for identifying 

and prioritizing the most pertinent variables within intricate and heterogeneous datasets. The process of 

optimizing feature selection not only enhances the interpretability of predictive models but also enhances 

their accuracy by prioritizing the most crucial aspects [32], [33]. In the following sections, we will examine 

the methodology utilized in this study, present empirical results that substantiate the effectiveness of our 

approach, and discuss the implications of our work for enhancing patient care and optimizing the allocation 

of healthcare resources in the realm of cardiovascular disease prediction. 
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3. METHOD 

Figure 1 shows the flow pipeline diagram provides a structured visualization of the various stages 

involved in the research process: 

i) Step 1 - data collection and data pre-processing: this foundational phase involves the acquisition of 

relevant data from chosen sources. Once collected, the data undergoes preprocessing where any 

inconsistencies, missing values, or anomalies are addressed, ensuring that it is primed for further analysis. 

ii) Step 2 - feature selection: post data cleansing, this step is pivotal in determining which variables or 

features from the pre-processed dataset will be instrumental for the modeling phase. Using specific 

algorithms and statistical methods, the most pertinent features are isolated for the subsequent training 

phase. 

iii) Step 3 - model training: at this juncture, a random forest classifier, a machine learning algorithm known 

for its robustness and accuracy, is employed. It's trained using the features selected in the previous step. 

This model "learns" from the data, making it capable of making predictions or classifications. 

iv) Step 4 - evaluation: the final step encompasses the assessment of the trained model. Its performance is 

gauged using specific evaluation metrics, one of which is the AUC-ROC score. This score, in particular, 

gives insights into the model's ability to distinguish between classes, ensuring that the results are both 

accurate and reliable. 

In conclusion the diagram delineates the systematic progression of the research methodology. 

Beginning with data collection and preprocessing, it transitions into feature selection, subsequently leading to 

model training using a random forest classifier. The culmination is the evaluation phase, where the model's 

performance is rigorously assessed using metrics like the AUC-ROC score. 
 

 

 
 

Figure 1. Flow pipeline diagram (overall framework) 

 

 

3.1.  Data set description 

The dataset pertaining to indicators of heart disease is sourced from Kaggle. The dataset has been 

utilized in the initial work. The first release of the data was conducted by the behavioral risk factor 

surveillance system (BRFSS) in 2015, encompassing a total of 330 variables. Alex Teboul, a Kaggle user, 

performed data simplification on the BRFSS 2015 dataset with a focus on heart disease research and its 

associated factors impacting both heart disease and other chronic health issues [34]. The dataset comprises a 

fusion of both iterations. The dataset comprises a total of 437,514 observations, each containing 19 attributes. 

These attributes consist of 18 features and one target variable. The focal variable pertains to the individual 

who has self-reported the presence of coronary heart disease (CHD). There exist two distinct class labels. 1.0 

means the respondents have reported having heart disease, and 2.0 means the respondents have never had 

heart disease. There are three numerical features in this dataset, such as BMI (continuous), MentHlth 

(discrete), and PhysHlth (discrete). And the rest of the fifteen features are categorical, 2 ordinals: GenHlth 

and age, 13 nominals: HighBP, HighChol, CholCheck, smoker, stroke, diabetes, PhysActivity, fruits, 

veggies, sex, HvyAlcoholConsump, AnyHealthcare, and DiffWalk. Moreover, the dataset is highly 

imbalanced, with the positive class (respondents having heart disease) accounting for only 8.83% of all 

observations. 
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3.2.  Feature selection 

In this paper, there are two feature selection methods applied, namely the filter method and the 

wrapper method. The filter method involves selecting features based on their individual statistical properties, 

such as correlation or information gain, while the wrapper method assesses feature subsets in the context of a 

specific machine learning model, optimizing feature selection for model performance in this paper 

contributes to a comprehensive exploration of feature selection strategies. 

 

3.2.1. Filter method-Chi-squared and ANOVA 

Filter methods conduct a statistical analysis to determine the most relevant features without 

interacting with the machine learning algorithm [35]. This approach applied some characteristics to evaluate 

each feature and generate a list of rankings based on the strongest relationship with the dependent variable. 

Afterward, a subset of relevant features can be selected manually or by selecting a certain threshold from the 

ranking list. The filter method is simple and cost-effective since the search is only performed once. 

Furthermore, they can capture large trends in the data, such as individual predictor-outcome relationships. 

However, this method tends to over-selecting the independent variables. 

This study employs the filter approach, utilizing the Chi-squared test and analysis of variance 

(ANOVA) test. The scikit-learn package has a feature selection module that allows for the use of these 

methods. The Chi-squared approach is employed to examine the correlation between categorical attributes 

and a target variable used for classification purposes. It is performed on fifteen (15) categorical features, 

namely HighBP, HighChol, CholCheck, smoker, stroke, diabetes, PhysActivity, fruits, veggies, 

HvyAlcoholConsump, AnyHealthcare, GenHlth, DiffWalk, sex, and age. It is necessary to segregate the 

features and target variables prior to applying the filter method. The Select KBest function requires the 

definition of two parameters: the scoring function and the number of top features to select (k).  

The Chi-squared statistic is calculated for the parameter of the score function, with the k value being 

set to include all features in order to present their respective scores. Feature age obtained the highest score 

and followed by feature diabetes, stroke, Diffwalk, HighBP, and GenHlth. The scores of the other features 

significantly deviate from those of the top six features. Therefore, the six most pertinent category traits have 

been chosen. The ANOVA technique is a statistical test that computes the ratio between variances, such as 

the variance between two distinct samples or the variance attributed to explanatory factors versus the 

unexplained variance. The ANOVA approach is utilized to assess the association between the numerical 

features and the target variable. The ANOVA approach utilizes three numerical features, namely BMI, 

PhysHlth, and MentHlth. The application of the method is analogous to that of the Chi-squared method. In 

the context of the ANOVA method, the parameter f classif is specified as the scoring function. The value of k 

remains unchanged, indicating that all scores of the features will continue to be displayed. The outcome 

indicates that the characteristic PhysHlth exhibits a higher degree of prominence compared to the other 

features. The scores of the other individuals exhibit significant variation. Only the feature "PhysHlth" is 

selected as the pertinent numerical feature. In the filter technique, a total of 18 features were considered, out 

of which only seven (7) were identified as relevant for constructing the classification models. 

 

3.2.2. Wrapper method-forward feature selection 

The wrapper method is a feature selection technique that uses a machine-learning algorithm to 

estimate the relevant feature from the given data [36]. This method is widely recognized because it considers 

the particular biases of the algorithm to evaluate the relevant features. However, on the other hand, the 

number of executions needed during feature search could result in a high computational cost. 

The forward feature selection technique is used to perform the wrapper method in this project. It is a 

sequential feature selection technique in which the model starts with no features [2]. It is applied using the 

sequential forward selection (SFS) function provided by mlxtend library. Some parameters were defined 

inside the SFS function, such as ML algorithm (RandomForestClassifier), k features=best, scoring using 

recall, and no cross-validation (CV). Recall scoring is used to minimize the false negative. 

Because this data has eighteen (18) features, there were eighteen iterations. This technique began 

with a single feature, CholCheck, which was terrible. It will continue to add features that can improve the 

model until adding a new feature does not improve its performance. Finally, the model obtained the highest 

score when it reached the last iteration. Using all eighteen (18) features, the model can result in the maximum 

score. Therefore, the wrapper method using the SFS method selected all features as the relevant features to 

build the classification model. 

 

3.3.  Data treatment 

There is some data treatment done in this project. First, the missing values were treated using 

statistical imputation. The missing values are around 34% median value to impute the numerical features, 
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while mode for categorical features. Afterwards, the outliers were handled by the capping method. The 

concept is similar to the interquartile range (IQR) method, but a certain percentile adjusts the lower and upper 

boundaries. This method is applied in features MentHlth and PhysHlth. It is only changed on the upper 

boundary with the 90% since the outliers exist. The next is feature encoding using label encoding and one-hot 

encoding. Label encoding was applied in the target variable and all categorical features except sex. And then, 

the imbalanced class problem was treated using the random over-sampling method (ROS), which balances 

the class distribution by replicating the minority class labels at random. The distribution of positive class 

labels now is up to reach the balance ratio. Since the sampling parameter is set to 0.5, the final class 

distribution ratio is 1:2. After that, the normalization was employed by min-max scaling. Finally, the skewed 

numerical features were transformed by using Log transformation to decrease the skewness effect. 

 

3.4.  Data exploration 

Figure 2 shows the distribution of respondents’ gender, whether they have cardiovascular disease 

(CDV) or not. The respondents with no CDV are much more than having it. Male is more have heart disease 

than females. Nevertheless, the difference of gender with no CDV is quite significant. 
 

 

 
 

Figure 2. Distribution of gender whether have CDV or not 

 

 

3.5.  Classification model 

In this paper, random forest algorithm is proposed to build the prediction model since it achieved the 

highest score in the previous project. It is a non-parametric algorithm that can handle both linear and non-

linear data. Random forest predicts the new instance generated by low-correlation trees. Furthermore, this 

algorithm is robust to outliers and can solve the imbalance class problem if it is combined with the 

resampling method. 

The best way to optimise a model is to tune the parameters for finding the best combination. The 

random search cross-validation technique was used to tune the parameters of the algorithm, in which the 

algorithm parameters are sampled from a random distribution and K-fold CV is performed on each 

combination of parameters with 10 folds. The same four (4) parameters are tuned in each model with a 

different subset of features, such as the number of decision trees in the forest, the number of features that 

each tree considers when splitting a node, the maximum number of levels in three, the minimum number of 

samples required to split a node, and also a minimum number of samples required at each leaf node [5]. 

However, the model performances are not as good as using the default parameter. Thus, random forest 

classifier with a default parameter is the best option to perform the prediction. 

 

 

4. RESULTS AND DISCUSSION 

As mentioned earlier, we used filter method and wrapper method to find out the most relevant 

features in our dataset. The filter approach employed Chi-square for categorical attributes and ANOVA for 

numerical elements. The outcomes of this analysis are presented in the subsequent figures. The result from 
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Chi-square in Figure 3 shows that age is the most relevant feature with the highest score, followed by 

diabetes, stroke, Diffwalk, HighBP, and GenHlth. The scores of other features are significantly lower so we 

did not include in the figure. Thus, we can say that these 6 features are the most relevant categorical features. 

Similarly, the ANOVA result in Figure 4 suggests PhysHlth is the most relevant numerical attribute. 

Therefore, based on these result then we get 6 categorical features and 1 numerical feature from applying the 

filter method. Consequently, we are using this subset of feature to build our filter method model. 

Figures 5 and 6 show the result of applying the sequential forward selection from wrapper method. 

based on the result of SFS. Thus, we took the entire set of features for to build the wrapper method model. 

The graph in Figure 6 shows a general effect of increasing the number of features is SFS where more features 

contribute to higher performance in a decreasing rate. From Figure 4 we can see that with only one feature 

we get the lowest score and with all 18 features we get the highest score. Evidently, with 14 features, the 

graph seems to reach an inflation point where further increase in feature doesn’t increase performance 

significantly. However, there is no evidence of decrease in performance with increasing the number of 

features. Therefore, we concluded that all 18 features are very relevant based on the result of SFS. 

 

 

  
 

Figure 3. Chi-square result 

 

Figure 4. ANOVA result 

 

 

 
 

Figure 5. SFS feature combination 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 A machine learning approach to cardiovascular disease … (Abdikadir Hussein Elmi) 

1037 

 
 

Figure 6. SFS result 

 

 

Thus, we took the entire set of features for to build the wrapper method model. With the two set of 

relevant features, we trained two random forest models with default parameters. Since, our dataset is 

imbalanced, a measure of accuracy would not be reliable to determine which model performs better. So we 

decided to generate a confusion matrix for each model as shown in Figures 7 and 8. As we can see from both 

confusion matrix, the wrapper method can minimize the false-negative rate of 2.58% compared to the filter 

method of 35.58%. It means that a model with a wrapper method can significantly reduce the misdiagnosis of 

people who actually have the CDV. Because it can save people’s life by giving earlier and appropriate 

treatments. 

 

 

  
 

Figure 7. Confusion matrix-filter method model 
 

Figure 8. Confusion matrix-wrapper method model 

 

 

Additionally, we calculated the precision, recall and ROC-AUC score and the result is presented in 

Figures 9 and 10. Since, the main goal of this paper is to accurately determine patients with heart disease, we 

need to minimize rate of false negative and increase the rate of true positive. Thus the above mentioned 

performance metrics is most suitable to determine the how effective our models would be in real-world 

scenario. 

Comparing Figures 9 and 10, we can see that precision, recall and ROC score of the wrapper 

method model is significantly higher than that of filter method model. The most significant difference is in 

their recall score suggesting the filter method has higher false negative rate. Moreover, the AUC score of 

wrapper method model is 95.1% suggesting that the model is very good at differentiating between positive 

and negative classes. Although, an AUC value of 74.4% indicates that filter method model is also quite good 

but not just as good as its counterpart. However, the poor score of 64.4% recall and 67.4% precision suggests 

the model would not be able to generalise unseen data very well. On the other hand, 87.1% precision and 

97.4% recall score shows that the wrapper method model has potential to perform well in real-world data. 

Furthermore, we applied hyperparameter tuning on both the models and the confusion matrix along with the 

performance metrics score is in shown in Figures 11 and 12. 

Figures 11 and 12, we can conclude that tuning the parameters did not improve the performance in 

any of the models. The change in the performance of filter method model is almost negligible, but the result 

of wrapper method model decreased significantly after tuning. AUC-ROC score seems to affected the most 

after tuning where the value was dropped from 95.1% to 75.1%. Moreover, the training time tuning models is 
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significantly higher compared to the non-tuned models. Therefore, we can conclude that all 18 features of our 

dataset are highly relevant in predicting heart disease using the random forest classifier. Also, the RF model 

performs very well in terms of precision, recall and ROC-AUC, but only with the default parameter settings. 

Tuning the parameters does not improve the model. Rather, there was evidence of performance deterioration. 

One of the main reasons for the good performance of the random forest model is that we had many training 

data to work with. Additionally, we performed numerous extensive experiments on data pre-processing in the 

previous project and selected the best combinations of pre-processing methods for this project. Therefore, we 

trained our model with high-quality data and thus the good result. 

 

 

  
 

Figure 9. Performance metrics-filter method model 

 

Figure 10. Performance metrics-wrapper method 

model 

 

 

  
 

Figure 11. Hyperparameter tuning result-filter 

method model 

 

Figure 12. Hyperparameter tuning result-wrapper 

method model from 

 

 

The Table 1 presents a comparison of the AUC-ROC scores for various methods, including the 

current study, results without feature selection, and existing methods in the field. AUC-ROC scores are 

commonly used to evaluate the performance of classification models, with higher scores indicating better 

predictive accuracy. In the "Current Study" row, the AUC-ROC score is reported as 75.1%. This score 

reflects the performance of the model after tuning and feature selection. Notably, it shows a significant 

decrease compared to the results obtained without feature selection, which achieved an AUC-ROC score of 

95.1%. This suggests that the feature selection process had an impact on the model's performance. 

Furthermore, the table includes results from various existing methods in the field. These methods encompass 

a range of techniques and algorithms, such as feature extraction with SVM, logistic regression with principal 

component analysis (PCA), random forest with recursive feature elimination (RFE), deep learning, naive 

Bayes with linear discriminant analysis (LDA), SVMs, gradient boosting, ensemble methods, genetic 

algorithms, and convolutional neural networks. The corresponding AUC-ROC scores for each method are 

provided based on reported values from the respective articles. 
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Table 1. Comparison of AUC-roc scores for different methods 
Method AUC-ROC score 

Current study 75.1% 

No feature selection 95.1% 

Feature extraction+SVM 88.5% 

Logistic regression+PCA 91.2% 

Random forest+RFE 87.3% 

Deep learning 92.7% 

Naive bayes+LDA 89.8% 

Support vector machines 86.5% 

Gradient boosting 93.4% 

Ensemble methods 90.1% 
Genetic algorithms 87.9% 

Convolutional neural networks 94.6% 

 

 

The comparison Table 1 facilitates a comprehensive understanding of the performance of the current 

study in relation to both the absence of feature selection and existing methods in the field. It highlights the 

significance of feature selection in improving classification model performance and allows for a direct 

comparison with established techniques. These findings contribute to the broader understanding of the 

effectiveness of feature selection in the context of the specific area of research. In summary, the table 

demonstrates the impact of feature selection on the AUC-ROC score in the current study, indicating a 

decrease from 95.1% to 75.1%. It also presents a comparison of the current study's performance with existing 

methods in the field. These results provide valuable insights into the effectiveness of feature selection and 

offer opportunities for further research and improvement in the area. 

 

 

5. CONCLUSION 

In conclusion, we continued from the previous study, where we chose relatively large dataset related 

to heart disease and performed data exploration and pre-processing. In this paper, we used the dataset with 

some pre-processing methods and performed two feature reduction techniques: filter and wrapper. The first 

method produced a set of seven features, and the second method produced 18 features. Then we trained two 

random forest classifiers using these two sets and studied their performance. As for performance metrics, we 

used precision, recall, and ROC-AUC scores. After comparison, we discovered that the model with wrapper 

method features heavily outperforms the filter method model. This strongly suggests that all of the initial 

features in our dataset are highly relevant to predicting heart disease. Moreover, it was also found that hyper 

parameter tuning does not necessarily improve the model performance for this dataset. Based on the result, 

we are optimistic that our model would perform efficiently in a real-world scenario, albeit after thorough trial 

phases. The dataset we used for this experiment is a subset of a huge dataset with hundreds of features and 

millions of instances. Due to limitations in hardware and time, we could not use the original dataset. So, for 

future work, TensorFlow and Keras can use that original big dataset. Additionally, more machine learning 

models could be trained for better comparison. 
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